
Results on MultiNLI and Sentiment Analysis

• 2.3% and 3.9% relative accuracy improvements over domain scoring SOTA, SEAL-Shap.
• Outperforms in-/out-domain gradual shift [Xu et al., 2021], which trains models with target data.

Example Wasserstein-1 graph 
(edge pruned by threshold)

Generalization bound properties

• Theoretical guarantee between target 
errors and GFT paths.

• Distance by Wasserstein-1; Magnitude 
by sample size.

What we want: Error bound 📉, when 
path length 📉 or path magnitude📈.

Graph routing paradigm

1. For each source domain 𝑆! , find the 
most length-efficient path to target 𝑇.

2. Select the one 𝜋∗ with maximum 
magnitude in optimal paths 𝑃∗.

Roadmap
In a nutshell:

1. Derive GFT gen 
error bound.

2. Find path to make 
small bound.

3. Follow path to 
fine-tune model.
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🗺 Gradual fine-tuning (GFT) of models across 
multiple source domains to one target, 
represented as an undirected weighted graph.

Problem definition
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Takeaways

MSUDA adapts a model to a target domain 
using multiple source domains without data 
labels in the target domain.

Challenges: Lack of target domain access; 
Costly selection; Distant sources.

Objective: Minimize expected target risk 
by training on multiple sources

where we explore by source data.

GFT

1. Gap between UDA generalization 
error and graph theory.

2. Source combining + pathfinding 
instead of source-by-source.

3. Scalability to larger domain graphs.
4. Exact / Stronger path optimality 

(not just error bounded).
5. More expressive distance measure.

At timestep 𝑡, classifier is trained on source 
𝑆! with size (magnitude) 𝑛!, from 
initialization by the previous classifier $ℎ!"#

🧠 New generalization bound for GFT along 
any path in graph, guiding optimal training order.

🔍 Lightweight graph-routing pathfinding 
strategies that minimize error bound and 
attain practical target accuracy efficiently.

Future work

NNGFT

Graph routing

SPGFT MSTGFT
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Ablation study

• Indicates error bound 📉 takes more advantage from path magnitude📈.
• Justifies performance tradeoffs for SPGFT and MSTGFT, which sacrifice 

path magnitude for length efficiency and thereby training speed 🚀.

Dataset: Amazon Review for SA.
Model: BERT-adapted.
Baselines: Trained on
1. all sources combined;
2. closest source only;

Nearest neighbor 
backtrack 

Shortest paths Minimum spanning 
tree

Additional setup info

Efficacy in distant domains

1. Low-cost source domain selection.
2. Efficient use of distant domains.

This poster is made based on the template by 
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